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Context 

Huawei is a leading global information and communications technology 
solutions provider. Through our dedication to customer-centric innovation and 
strong partnerships, we have estab- lished end-to-end advantages in telecom 
networks, devices and cloud computing. We are committed to creating maximum 
value for telecom operators, enterprises and consumers by providing compet- itive 
solutions and services. Our products and solutions have been deployed in over 170 
countries, serving more than one third of the world’s population. The Huawei 
Paris Research Center is responsible for advanced research in the fields of 
algorithm and software design, 5G, networks, aesthetics, to create and design the 
innovative technologies and software platforms for our brand. 

 

1 Introduction 

The ever-increasing requirements of LLM (Large Language Model) deployment establish the need for 
high-performance solutions. While aggressively optimized libraries and frameworks are at the heart of state-
of-the-art solutions for high-performance LLMs, recent advances also rely on minute alterations of the 
original designs. In consequence, novel optimizations for LLMs are twofold: new high-level ideas can be 
explored on the condition that low-level efficient implementations can follow suit. By essence, such 
research directions require specialized operations that can not be (efficiently) covered by existing 
software. Moreover, an additional challenge lies in the need to target multiple hardware architectures. To 
that effect, recent research has been focusing on various methods for approximating computation LLMs. 
In particular, one such class of approximation is to introduce sparsity at various levels, for instance 
during Attention computation [JLZ+24]. The purpose of this internship is to join and assist local efforts 
towards high-performance LLMs, especially on Ascend NPUs. This means participating in the design or 
implementation of novel approximation ideas with due consideration for the target hardware’s 
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constraints and particularities. 

 

2 Scope of Work 

The student may: 

8 study state-of-the-art research on optimizations for LLMs 

8 suggest new ideas to improve LLM performance 

8 adapt existing or new algorithms to specific accelerator architectures 

8 optimize existing accelerator kernels or implement new ones for specific accelerator architectures 

8 run end-to-end experiments for validation 

 

3 Skills Required 

8 Excellent knowledge of parallel programming paradigms and frameworks (appreciated) 

8 Experience on hardware accelerators programming (GPU, NPU, FPGA, ASIC, etc.) (appreci- ated) 

8 Excellent skills in C++17 or later and Python (essential) 

8 Experience with modern AI frameworks (PyTorch, MindSpore, etc.) 

8 Solid knowledge of build systems (e.g. cmake), version control tools (e.g. git) and software 
development conventions 

8 Proficiency in English (essential) and French (appreciated) 

 

4 Duration 

6 months 
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