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Retrieval-Augmented Generation (RAG) based Large Language Models (LLMs) represent a paradigm shift
in how Al systems access and utilize information. These models rely on large vector datasets that encode
knowledge as high-dimensional embeddings, enabling them to retrieve relevant information during
inference through similarity search in vector space. RAG-based LLMs work by first retrieving contextually
relevant documents or texts from vector databases using query embeddings, and then feeding this
retrieved information as additional context to the base LLM model for the final output generation. This
approach allows the model to access up-to-date, domain-specific information that was not present
during training, while maintaining the model's reasoning and generation capabilities.

RAG-based LLMs demonstrate superior efficiency compared to traditional LLMs that rely on massive
parameter counts to encode knowledge directly in model weights. Instead of burdening the language
model with enormous parameters to store factual information, RAG systems offload information storage
to external vector databases. This separation reduces the computational overheads associated with
massive parameter matrices. However, RAG systems introduce their own challenges, as they require
substantial memory resources (memory capacity) to store and efficiently search through large vector
datasets and embedding tables. This may create memory bottlenecks on modern GPUs that can limit
system scalability and performance.

This research project will investigate the design of disaggregating the two distinct computational phases
of RAG-based LLMs—retrieval and attention-based inference—by executing them on heterogeneous
accelerators that match their distinct compute-memory characteristics. The retrieval phase, which
involves memory-intensive vector similarity searches, will be mapped to FPGAs that excel at memory
bandwidth and custom compute patterns, while the compute-intensive attention kernels will be
executed on GPUs that have massive parallel processing capabilities. We will investigate and implement
efficient vector search algorithms, including both exact k-nearest neighbors and approximate nearest



neighbors methods, optimized for FPGA architectures. Additionally, we will propose system-level
optimizations for load balancing across heterogeneous resources, intelligent search space exploration,
and efficient communication strategies that minimize data transfer overheads between FPGA and GPU
devices. The final goal is to propose an efficient RAG-based LLM serving system for FPGA-GPU platforms.

This diploma thesis has the possibility of being conducted as part of an internship at the Max Planck
Institute for Software Systems (MPI-SWS) in Germany.
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