
Modeling ML applications on R-Blocks CGRA

Coarse-grained reconfigurable architectures (CGRAs) are programmable hardware accelerators

composed of memory and processing tiles arranged in a 2D matrix. Specifically, R-Blocks [1] is a flexible

ultra-low-power (ULP) CGRA developed by TuE, supported by a hardware/software tool-flow for code

generation that includes VLIW and SIMD-like operations. R-Blocks facilitates the seamless integration of

new tile designs within the CGRA framework, leading to reduced design and testing times, making it

well-suited for optimizing signal processing and machine learning (ML) applications.

Accurate application mapping and power-performance estimation are critical in digital design, as they

minimize exploration, design, and testing time. Zigzag is a design space exploration (DSE) framework

for hardware accelerator architecture and mapping, with a focus on ML applications [2]. By modeling

simple TPU-like, in-memory computing (IMC) [3], or multi-processor [4] accelerators and importing

neural network (NN) models in ONNX format, Zigzag generates optimal mappings and estimates power

and performance metrics for each layer. However, Zigzag cannot map to the R-Blocks CGRA, as there is

no corresponding hardware model that supports the architecture and tile flexibility of R-Blocks.

The main target of the thesis is to use the exploration capabilities of Zigzag and produce optimal

mappings and accurate performance estimations for ML workloads by importing a model of the



R-Blocks CGRA. Version of the CGRA will be implemented in ASIC tools or FPGA hardware to evaluate

the accuracy and efficiency of the extended framework.

The diploma thesis focuses on the following areas (but is not limited to):

● Modeling the energy and performance of R-Blocks CGRA on ML workloads.

● Exploration of efficient mappings of Neural Network Operations on the R-Blocks CGRA.

● Automatic C code generation from mapping output

● Validation of the Energy-Performance model on FPGA/ASIC toolflow (Global Foundries 22nm).
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