
 

 

Towards realizing disaggregated datacenters of the future 

Over the last years, the number and size of Cloud infrastructures have experienced a rapid increment. 

Typically, public Cloud services are hosted inside datacenter (DC) infrastructures, which, in turn, house 

all the required hardware resources to run these services. Traditional datacenters have a relatively static 

computing architecture, consisting of a number of servers, each with a fixed number of CPUs and RAM 

and with potentially different types of hardware accelerators (Figure (a)). Datacenter operators have 

used this monolithic server model for years, however, as the variety of hosted applications, the 

hardware heterogeneity and the adoption of cloud computing increase, so does the complexity of 

operating efficiently such an infrastructure. Typical reasons, among others, are the limited resource 

utilization of modern infrastructures, the difficulty of integrating new HW devices and the handling of 

HW failures. 

 

Figure (a): Traditional DC architecture 
 

Figure (b): Disaggregated DC architecture 

Towards realizing infrastructures of scale, datacenter operators are moving towards a new computing 

paradigm, referenced in the literature as hardware resource disaggregation or composable 

disaggregated infrastructures. Figure (b) shows a simplified overview of the hardware disaggregation 

concept. As shown, in a hardware disaggregated system, there is a transformation of general-purpose 



monolithic servers into network-attached resource pools that may be constructed, managed, and scaled 

separately. Similar to conventional datacenters, servers are organized inside racks, which, however, are 

resource-specific (e.g., storage, memory, etc.). Each server on the rack combines a pile of a particular 

set of resources with CPUs to manage them and an interface to a specialized network fabric to 

communicate with other resources on the cluster. 

In this direction, a set of diploma theses will be examined targeting the novel concept of hardware 

disaggregation. Depending on the background and interests of the student, the thesis can expand 

towards: 

1. Exploring AI-driven resource management schemes for efficiently selecting appropriate set of 

computing resources (e.g., local/remote memory) for deployed applications. 

2. Building simulators that provide realistic imitation of the controls and operation of hardware 

disaggregated systems. 

3. Exploring the impact of memory disaggregation on state-of-the-art in-memory applications 

(e.g., Redis, Spark) and extending the frameworks to efficiently leverage local/remote memory 

tiers. 

 

USEFUL PREREQUISITES 
● Linux, Bash/Shell scripting. 

● Python, Machine Learning frameworks and libraries 

USEFUL LINKS 
● https://research.ibm.com/projects/composable-disaggregated-infrastructure 

● https://engineering.purdue.edu/WukLab/disaggregate.html  
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