
 

Machine learning based design space exploration for FPGA kernel 

acceleration 

Designing hardware for FPGAs is a demanding and time-consuming process. Although 

algorithmic level methodologies, such as High-Level Synthesis (HLS), have provided 

abstraction layers compared to Register Transfer Level (RTL) (i.e., Verilog and VHDL), 

developers still need to familiarize with hardware concepts to efficiently accelerate 

computationally intensive parts of an application. Selecting manually the appropriate HLS 

directives is a challenging task even for human experts, mainly because of the large design 

decision space and its variation through different FPGAs. In this direction, Xilinx introduced 

Vitis, a framework that provides a unified OpenCL interface for programming edge (e.g., 

MPSoC ZCU102, ZCU104) and cloud (e.g., Alveo U50, U200) devices. Even though Vitis 

simplifies the designing process and lets developers focus on performance optimizations, it is 

not able to consider the architectural characteristics of the target FPGAs (available resources 

etc.). In this context, it is essential, for both academic and industrial purposes, to build tools 

that can automatically specify the appropriate HLS directives with respect to a specific 

architecture. 

In this diploma thesis you will optimize, in terms of latency and consumed resources, Rodinia 

High-Level Synthesis benchmark suite using a mechanism that performs design space 

exploration (DSE). You will verify the inefficiency of exhaustive DSE and you will speed-up the 

process by using genetic algorithms and reinforcement learning techniques. This tool will be 

built upon Vitis HLS 2021.2, the state-of-the-art framework for designing kernels for Xilinx 

FGPAs. 

PREREQUISITES: 

Strong knowledge of High Level Synthesis, C/C++, Python 

Desirable: Familiarity with Machine Learning, Deep Learning 
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