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Performance has scaled well . . .

Transistors got 
more + smaller . . .



   6

. . . BUT:

Horowitz, M. (2014, February). 1.1 computing's energy problem 
(and what we can do about it). In 2014 IEEE International Solid-State Circuits Conference 
Digest of Technical Papers (ISSCC) (pp. 10-14). IEEE.



   7

. . . BUT:

Horowitz, M. (2014, February). 1.1 computing's energy problem 
(and what we can do about it). In 2014 IEEE International Solid-State Circuits Conference 
Digest of Technical Papers (ISSCC) (pp. 10-14). IEEE.

We hit the power wall!



   8
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Horowitz, M. (2014, February). 1.1 computing's energy problem 
(and what we can do about it). In 2014 IEEE International Solid-State Circuits Conference 
Digest of Technical Papers (ISSCC) (pp. 10-14). IEEE.

We hit the power wall!

Which means:
it was time for
multiple cores 
per chip
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. . . and worse!
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Electronic Systems (TODAES), 5(2), 115-192.
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Deep Learning + RISC-V = ?
● Not much, on their own
● But what if we mixed reconfigurable 

processors in?
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We should try this at home!
● RISC-V → reliable toolchain
● Deep Learning → complex 

energy models
● FPGA → dynamic adaptivity
● (Low-Power) Compiler Theory 

→ robust background
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...shouldn’t we?
● There must exist a reason why 

dynamically extensible 
processors haven’t conquered 
the industry yet

● Plus: the “system” imagined 
here has a ton of hidden red 
dangers (like the 2 shown)
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So could we go there?
● What does this look like to you?

– A grant proposal?
– A crazy dream of an ignorant 

young man?
– To Mr. Soudris: a reason to fire 

me?
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Let’s talk!

THANK YOU
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